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We are entering the age of learning systems! On the one hand, we are surrounded
by devices that learn from our behavior [3]: household appliances, smart phones,
wearables, cars, etc.—the most recent prominent example being Tesla Motor’s
autopilot that learns from human drivers. On the other hand, man-made systems
are becoming ever more complex, requiring us to learn the behavior of these sys-
tems: Learning-based testing [8,13,17], e.g., has been proposed as a method for
testing the behavior of systems systematically without models and at a high level
of abstraction. Promising results have been obtained here using active automata
learning technology in verification [6,16] and testing [1,8]. At the same time,
active automata learning has been extended to support the inference of program
structures [5,10] (it was first introduced for regular languages).

Advances in both areas raise the same questions cornering properties of
inferred models: How accurate are the descriptions that can be obtained of some
behavior? and: How can we reason about and assure the safety of such systems?
This track aims at bringing together practitioners and researchers to explore the
practical impact and challenges associated with using learning-based products
as well as learning-based approaches in the analysis and verification of soft-
ware. The track continues a series of special tracks focused on the application
of automata learning techniques in testing and verification at ISoLA confer-
ences [7,15] and [9]. This year’s special track has three contributions and two
tutorials.

The first contribution “ALEX: Mixed-Mode Learning of Web Applications at
Ease” by Alexander Bainczyk, Malte Isberner, Tiziana Margaria, Johannes Neu-
bauer, Alexander Schieweck, and Bernhard Steffen [2] (in this volume) presents
ALEX, a Browser-based tool that enables non-programmers to fully automati-
cally infer models of other Web applications via active automata learning. These
models can be used for documentation, testing, and verification of such appli-
cations. ALEX guides a user in setting up dedicated learning scenarios, and
invites her to experiment with the available options in order to infer models
at adequate levels of abstraction. Characteristic for ALEX is its support for
mixed-mode learning: Rest and Web services can be executed simultaneously in
one learning experiment, which is ideal when trying to compare back-end and
front-end functionality of a Web application. The authors present results from
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an evaluation of ALEX in a comparative study with 140 undergraduate students.
The contribution documents recent advances in the usability of learning-based
analysis tools.

The second contribution “Assuring the Safety of Advanced Driver Assistance
Systems through a Combination of Simulation and Runtime Monitoring” by
Malte Mauritz, Falk Howar and Andreas Rausch [12] (in this volume) addresses
one of the open challenges in the domain of autonomous driving: the lack of
established and cost-efficient approaches for assuring the safety of advanced
driver assistance systems. The authors present a method for ensuring that an
advanced driver assistance system satisfies its safety requirements at runtime
and operates within safe limits that were tested in simulations. This can be
the basis for reducing the cost of quality assurance by transferring a significant
part of the testing effort from road tests to (system-level) simulations. The app-
roach utilizes runtime monitors that are generated from safety requirements and
trained (i.e., learned) using simulated test cases. The contribution shows that
relevant driving scenarios can be learned from data recorded in road tests. It
presents an interesting usecase for data analysis and learning in the realm of
safety assurance.

The third contribution “Enhancement of an adaptive HEV operating strategy
using machine learning algorithms” by Mark Schudeleit, Meng Zhang, Xiaofei
Qi, Ferit Küçükay, and Andreas Rausch [18] (in this volume) presents two
approaches for reducing CO2 emissions of a hybrid electric vehicle. The first
approach is an adaptive heuristic operating strategy. It classifies current driving
style and driving environment into predefined categories and chooses a corre-
sponding strategy for switching between combustion and electric engine. The
second approach optimizes this adaptive operating strategy for individual drivers
using multigene symbolic regression and supervised machine learning. This con-
tribution demonstrates the potential positive impact of learning products that
can be trained to work optimally with their respective user.

The first tutorial “Learning-based Testing of Procedural and Reactive Sys-
tems” will be given by Karl Meinke from KTH Royal Institute of Technology
in Sweden. Learning-based testing (LBT) is an emerging paradigm for black-
box requirements testing that is based on combining machine learning with
model checking [8,13,17]. The basic idea is to incrementally reverse engineer
an abstract model of a system under test (SUT) by using machine learning tech-
niques applied to black-box test cases and their results. Test verdict generation
(pass/fail/warning) is fully automatic, based on a simple equality test. So a
high degree of test automation is achieved. In practice many thousands of test
cases per hour can be executed, with greater effectiveness than random testing.
LBT is a general paradigm that can be applied to any class of software systems
for which there exist efficient machine learning and model checking algorithms.
We can illustrate this generality with research on testing: (1) imperative “C”-
style programs against Hoare style pre- and postconditions, (2) reactive systems,
based on automata learning algorithms and temporal logic model checkers, and
(3) hybrid automata, based on combining methods from (1) and (2). The tutorial
will address practical aspects of the methodology using the tool LBTest [14].
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The second tutorial “Active Automata Learning with LearnLib” will be given
by Falk Howar from Clausthal University of Technology in Germany. The tutorial
will provide an introduction to active learning of Mealy machines, an automata
model particularly suited for modeling the behavior of realistic reactive systems.
Active learning is characterized by its alternation of an exploration phase and a
testing phase. During exploration phases, so-called membership queries are used
to construct hypothesis models of a system under learning. In testing phases,
so-called equivalence queries are used to compare respective hypothesis models
to the actual system. These two phases are iterated until a valid model of the
target system is produced. The tutorial will demonstrate this simple algorithmic
pattern using LearnLib [11] and its extension to register automata [4]. It will also
address the underlying correctness argument, its limitations, and, in particular,
methods to overcome apparent hurdles for practical application. This comprises
ways to address real world applications, as well as the treatment of infinite data
domains by abstraction refinement.
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